
Artificial Intelligence in STEM
The Present and Future of Scientific Discovery

Hi there! I’m an artificial intelligence agent here to explain the uses 
of AI in STEM and how it might transform the way science is done.

 

Before we dive in, let’s cover the fundamentals of AI itself!

Artificial intelligence uses computer algorithms to imitate human 
intelligence, enabling machines to learn, reason, and make decisions.
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Machine learning leverages data and algorithms to give 
computers the ability to perform tasks without explicitly 
programming them to do so. The main goal of machine 
learning is generalization, which is when a model can 
accurately perform tasks it has not seen before.1 

In our everyday lives, applications range from 
self-driving cars to face recognition. Many powerful 
systems are powered by neural networks, a model that 
mimics the human brain by connecting artificial neurons.
 

Supervised 
Learning

Trains algorithms 
to recognize 
patterns using 
examples (labeled 
data).

Unsupervised 
Learning

Finds patterns or 
structure in data 
without being 
given labels or 
explicit goals.

Reinforcement 
Learning

Learns to make 
decisions by 
receiving rewards 
for positive 
actions.

Large Language 
Models

Processes and 
generates human-
like text by 
learning from vast 
datasets of 
language.3

Different machine learning methods and large datasets are often used 
together to create powerful models. For instance, large language models 
such as ChatGPT are often trained on books, websites, and even social 
media! 

Current Uses of AI in STEM

Biology

Machine learning has 
accelerated the 
identification of 
potential drug 
candidates by 
predicting how 
different chemicals 
will react in the body 
using graph neural 
networks. 

Computational models 
such as AlphaFold
have achieved 
unprecedented 
accuracy in 
predicting 3D protein 
structure.4

Environmental 
Science

Precision agriculture 
powered by AI helps 
monitor soil and crop 
health, predict pest 
infestations, and 
optimize water 
usage, contributing 
to sustainable 
farming practices 
and reduced 
environmental 
footprint.

Computer vision 
models also use 
satellite imagery to 
monitor greenhouse 
gas emissions from 
space.5

Astronomy

Classification 
algorithms process 
vast amounts of data 
from telescopes and 
space probes to 
discover new 
celestial phenomena, 
like identifying 
exoplanets with 
NASA's Kepler space 
telescope.

Physics-informed 
neural networks 
lower the amount of 
data required for 
simulating fluid flows 
or gravitational 
fields.6

Robotics

Autonomous robots 
driven by 
reinforcement 
learning have 
enabled robotic 
exploration in 
environments hostile 
to humans. For 
instance, deep-sea 
robots explore the 
ocean floor, and 
Martian rovers use 
advanced computer 
vision software to 
identify geological 
features of interest 
and navigate the 
rough terrain.7

While AI has already found many successful applications in STEM, 
one emerging approach involves incorporating scientific knowledge 
into AI itself to enhance its capabilities. This can help scientists 
accelerate their simulations, optimize their experiments, and form 
new hypotheses.9

Generative AI
Language models can be fine-tuned with specialized datasets to enhance performance on specific tasks, yielding 
more precise, context-aware responses in scientific domains. Diffusion models, which are responsible for many 

generative art tools, can be used to enhance low-resolution images or create new molecules.

Example 1: Mathematical Problem Solving
Sophisticated LLMs are generally proficient in handling
basic arithmetic and can often solve simple algebraic
equations. Fine-tuned models have demonstrated abstract
reasoning ability in generating proofs.12

Example 2: Biological Sequence Analysis
In fields such as astronomy or medical imaging, diffusion
models can enhance low-resolution or noisy images in
telescope images or MRI scans, making it easier to extract
meaningful information.13

Recent advancements in generative AI are also facilitating scientific 
discovery by generating new scientific hypotheses, analyzing text-based 
data, and designing new materials.

Particle physics experiments generate enormous amounts of data. 
Machine learning algorithms can efficiently identify significant events or 
patterns, such as the appearance of rare particles, which might otherwise 
be missed.10

Differential equations are often difficult to solve, but neural networks 
are being used to find solutions when traditional methods are impractical. 
Applications range from weather forecasting to the spread of disease.10

Direct air capture may be crucial for combatting climate change, and 
neural networks are finding new and possibly more effective materials that 
can be used to extract carbon dioxide from the air.11 

Safety Considerations for AI
 

        Hallucinations: AI models can generate false or misleading information, which can lead to     
incorrect conclusions or flawed scientific research.

        Interpretability: How exactly neural networks and language models work is not well understood, 
which can hinder scientists’ ability to verify and trust the AI's results or predictions.

        Automation: Sophisticated models may automate tasks that were previously done by     
researchers and scientists, potentially causing job displacement and overreliance on AI.14

Most modern artificial intelligence systems rely on machine learning (ML) and data,
but non-ML models are still used today!
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1950–56
Creation of the Turing 
Test and the birth of AI

1965
Edward Feigenbaum 
introduces expert systems

1974–80
AI Winter

1997
Deep Blue, a chess bot 
from IBM, beats World 
Champion Garry Kasparov

1974
First autonomous 
vehicle is built

2000
Honda’s ASIMO robot 
walks as fast as humans

2012
A convolutional neural 
network reaches only 
16% error on ImageNet

2016
AlphaGo defeats Go 
champion Lee Sodol

2022
Widespread publicization of 
GPT-3 and other LLMs8
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1964
First AI chatbot, Eliza, 
speaks with humans

2006
Creation of deep 
learning that marked 
the resurgence of 
neural networks
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